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News Sentiment Index (NSI) of Korea

We develop the Korean news sentiment index (NSI) that measures the economic
sentiment of Korea by computing it daily from the news texts scrapped from the in-
ternet.We use a set of natural language processing techniques and develop a state-of-
the-art transformer-neural-network-based sentiment classifier particularly designed
for computing NSI of Korea. The proposed model handles large news samples ef-
fectively and computes NSI efficiently. NSI is more frequently and immediately
compiled than official indices based on monthly surveys, and hence, helps to iden-
tify changes in economic sentiments before the official statistics are released.Also,
NSI provides explanations for why the economic sentiments fluctuate via its key-
word analysis and sector indices. NSI is designed to be compiled automatically.We
assess the validity and utility of NSI from multiple perspectives. The assessments
support our findings that NSI is useful as a leading index and informative to find
inflection points in economic sentiments.
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I. Introduction

Developing a frequently and immediately available economic indicator has
been in the center of interests for economists and central bankers (Barsky and
Sims, 2012). The traditional methods rely on surveys to investigate the economic
sentiments by asking people how they feel about economy, while the recent ad-
vances in natural language processing (NLP) technologies have enabled the use
of unstructured text data to predict the economic cycles (Armah et al., 2013;
Bennani and Neuenkirch, 2017; Gentzkow et al., 2019; Athey and Imbens, 2019).

This paper propose a novel Korean news sentiment index (NSI) that measures
the economic sentiment of Korean domestic economy by computing it on a daily
basis using the news texts scrapped from the internet and a set of natural lan-
guage processing (NLP) techniques. The proposed index is more frequently and
immediately compiled than official economic sentiment indices which are based
on monthly surveys, and hence, helpful to identify inflection points in economic
sentiments before the official statistics are released. In this paper, we explain the
overall process of building the NSI of Korea using machine learning approach,
and provide in-depth assessments of the newly computed index to evaluate its
validity and utility in the economics perspective.

News text data has received increasing attentions as it becomes considered
as a new source of information (Gentzkow et al., 2019; Moon, 2019). News text
data is resourceful because it includes a huge amount of information (volume) in
various economic topics (variety) and spreads the information immediately (ve-
locity). Many works to extract economic information from news texts have been
studied in both academia and public organization in the world including central
banks. News text data has been studied for the various purposes in economics:
to measure economic uncertainty (Baker et al., 2016), to improve the forecasting
accuracy of the economic cycle (Bybee et al., 2021; Seki et al., 2022), and to
predict the inflation expectation (Larsen et al., 2021).

Especially, news sentiment index (NSI) is the topic that has been widely stud-
ied using news text data (Shapiro et al., 2020). NSI is an index that is computed
by counting the positive and negative sentences in news articles and compiling
the difference between two numbers as an economic index. Unlike traditional eco-
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nomic sentiment indices relying on surveys, which are time and cost-consuming,
NSI is based on news articles that are available from the internet, and hence it
has the advantage of identifying economic sentiment more frequently and im-
mediately than the traditional statistics with significantly lower cost. However,
the process of computing NSI is not trivial. Unlike the survey-based sentiment
statistics which are under a strict quality control process to ensure the stability
of the index, extracting economic sentiments from news texts involves various
tricky problems that should be resolved to use it as a reliable economic indica-
tor. The first hurdle to use news text as a source of economic sentiment is that
the unstructured text data may include more noise than the structured survey
data. To mitigate the noise in text data, a large sample is preferred to compute
a stable index. The second hurdle is how to decide the economic sentiment of the
news articles consistently because the interpretation of news articles may differ
according to the evaluators. Especially these hurdles become a bigger problem
when the large samples of news articles are required to be evaluated by a few
evaluators. Hence, it is impractical for human to classify all the news articles to
evaluate the economic sentiments of news texts. On the contrary, using NLP and
text mining technologies makes it more feasible to compute NSI since it provides
a way to build a consistent classifier that can handle the large sample of news
texts efficiently.

Developing NSI using NLP and text mining techniques has been mainly stud-
ied among the researchers in central banks and international organizations who
need to judge the economic situation quickly. Especially, the researchers in cen-
tral banks lead the initial development of NSI to introduce a timely sentiment
index as the economic sentiments have a significant impact on the effect of the
monetary policy of the central banks. Federal Reserve Bank of San Francisco
releases daily news sentiment index (NSI) by analyzing news texts based on
lexical approach (Shapiro et al., 2020). Lexical approach for sentiment classifi-
cation classifies a sentence or an article into a positive or negative sentiment
based on a pre-defined dictionary of specific words(Hamilton et al., 2016). In-
ternational Monetary Funds (IMF) (Huang et al., 2019) and Reserve bank of
Australia (Nguyen et al., 2020) have published similar works for NSI of differ-
ent regions based on lexical approach. Central bank of Norway (Thorsrud, 2020)
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uses unsupervised leaning techniques to find news indices by topics. Also, in
academia, news texts are being actively studied to increase the accuracy of eco-
nomic forecasting (Thorsrud, 2016; Babii et al., 2021). Bank of Korea has also
researched on text data to develop economic indices by developing lexical dictio-
nary for economics (Jeon et al., 2020), using topic modeling (Won et al., 2017),
and analyzing keywords in news articles (Kim et al., 2021). There has been an
attempt to develop a supplementary sentiment index of Korea using online news
data as well (Kim et al., 2019) but their work does not use the state-of-the-art
NLP model to analyze Korean texts and does not carry out the in-depth analysis
of the impact.

Unlike many other works using lexical approach for English text data, our
proposed NSI is computed directly based on machine learning approach. For the
rule-based lexical approach, the rules of classifying the sentiments of sentences are
expressed by relatively simple patterns that can be explained by words appearing
in sentences. The lexical dictionary can also be learned through machine learning
as the work in Lee et al. (2019b,a) by learning the sentiments of each word with a
statistical model, but by lexical approach, the rule is always expressed by words,
which is too restrictive to classify the sentiments of complicated sentences. On
the other hand, using machine learning approach directly on sentences allows
us to build more complicated patterns for classification rules and accordingly is
likely to increase the prediction accuracy, although the patterns are projected on
the new feature space and hence become more difficult to interpret with simple
explanation.

To use the machine learning approach on Korean news text data, we first
construct the big training samples that consist of randomly chosen news sen-
tences and corresponding labels classified by human. Then, we use the training
samples to develop a precise classifier for NSI of Korea. To this end, we design a
new model based on the transformer neural network classifier using its encoder
structure for classification, and compute NSI by counting the positive and neg-
ative sentiments predicted by the new model. We assess the validity and utility
of the proposed index from multiple perspectives.

For validity assessments, we not only evaluate the classification accuracy of
the new classifier but also investigate if the newly proposed index can reflect the
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true economic cycle and do so even prior to the official statistics. For this purpose,
we conduct the comparison analysis of the computed monthly NSI with other
economic sentiment indices and real economic indices, and also, we examine the
impulse response of the sentiment shocks of the NSI on macroeconomic variables
based on a VAR model. We also address the utility of the proposed index. One
of the biggest benefits of computing NSI from news texts is that it is easy to
investigate the reasons why the index fluctuates via its keyword analysis and
sector indices. In addition, we also investigate the temporal priority of daily NSI
by reviewing the cases when the NSI reacts prior to official statistics.

This paper provides contributions in three aspects: 1) We provide the NSI of
Korea as a regular statistics with an in-depth analysis of its validity and util-
ity. The computed daily and monthly NSIs are now publicly available through
Economic Statistics System (ECOS) in Bank of Korea (ecos.bok.or.kr). The NSI
has been registered as an experimental statistics in Korea (No. 2022-001), which
is a concept introduced by Statistics Korea to promote the use of big data for
public statistics. 2) We provide a practical framework of analyzing Korean text
data with machine learning models to compile an economic index. 3)We provide
a framework for compiling public statistics by automation without human in-
tervention, which increases the efficiency of public work for compiling statistics.
This framework may also be helpful for developing new indices in other sectors.

The rest of the paper is organized as follows. In Section 2, we explain in detail
how we compute NSI of Korea using machine learning techniques and propose
a newly designed sentiment classifier model for Korean texts. In the following
Section 3, we evaluate the validity of the proposed index by comparing it to
other economic statistics. In Section 4, various utilities of NSI are examined, and
finally, in Section 5, we summarize and discuss the future usage of NSI.

II. Compiling News Sentiment Index (NSI) of Korea

1. The Concept of News Sentiment Index

News sentiment index (NSI) is computed by counting the positive and nega-
tive sentences of daily news articles. Hence, classifying the sentiment of the vast
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amount of news articles efficiently with high accuracy is the core of computing
precise NSI. To this end, we use machine learning approach. The machine learning
approach analyzes the patterns of news sentences that are classified by humans to
train a statistical model, and then the model is applied to a new sentence to clas-
sify its sentiment. The key of machine learning approach is to build the following
sentiment classifier that fits the data pairs, {(s, l)i}N

i=1, well for a certain news
sentence, si ∈ S, and its sentiment label classified by humans, li = (p(0)i , p(1)i , p(2)i ),

where p(0)i = P(si is positive), p(1)i = P(si is negative), p(2)i = P(si is neutral). That
is, for the model parameter vector, θ , the sentiment classifier f is as follows.

fθ : S →{(1,0,0),(0,1,0),(0,0,1)}. (1)

2. News Text Data

As the input of the model (1), we first explain the news text data and its
source. Text data of news articles are collected through the web scrapping tech-
nique. Web scrapping is a method directly downloading publicly available data
from the internet. We collect news articles by applying the web scrapping tech-
nique on an internet news portal. The portal site classifies news articles into six
categories based on the choice of news article authors: politics, economy, society,
life/culture, IT/technology, and world. For NSI of Korea, we collect the news ar-
ticles from only the economy section to restrict the scope of the news sentiment
we compute into the economic sentiment. The entire news articles released from
2005 on the news portal are collected. The constructed news database consists
of about 50 media companies’ news articles, including TV broadcasters, internet
news agencies, and regional news magazines. The average number of daily news
articles on weekdays is about 4,000 as of 2021.We cannot find the official statis-
tics of the total number of news articles created in Korea, but we suppose the
number of news we gather is quite close to the total number considering more
than 50 major media companies post their news on the portal site.

When the news articles are collected via web scrapping, data quality can be
an issue because the web scrapper collects duplicate data and advertising articles
as well. To handle this issue, if a newly collected article is the exact duplicate of
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any news in database within 30 days, we exclude the article without adding it
into the database.

3. Preprocessing for News Text

In order to apply machine learning on the news text data, it is important
to preprocess the text data to convert it into numeric that the sentiment clas-
sifier of (1) can understand. The preprocessing steps include establishing data
structure, tokenizing the structured text data using part-of-speech (POS) units
(Webster and Kit, 1992), and converting the tokenized text data into numeric
data. These processes are conducted through sequential applications of text min-
ing techniques.

First, it is necessary to determine the input structure of the sentiment anal-
ysis, i.e., whether to classify the sentiments based on articles or sentences. It is
common that a news article addresses both positive and negative sentiments.
Therefore, it is not effective to classify the sentiment of a news article based on
the entire texts of the article. To avoid this problem, NSI is computed based on
the randomly sampled sentences from news database rather than using the entire
articles. That is, the input data is each sentence {(s, l)i}N

i=1 randomly selected
from news database.

Second, to make a sentiment classifier understand text data, it is necessary to
tokenize the texts in a sentence into the units of POS which is the smallest unit
of a word assigned in accordance with its syntactic functions in Korean. This
process is called POS tokenization. For example, a korean sentence ‘뉴스심리지
수를작성하였다.’ is tokenized as follows.

‘뉴스심리지수’(proper noun) + ‘-를’(object case marker) +

‘작성’(general noun) + ‘하’(verb derivative suffix) + ‘-었’(pre-final ending) +

‘-다’(sentence-closing ending) + ‘.’(period).

Tokenizing sentences into POS makes it possible to distinguish corpus tokens
in different conjugated forms by transforming the tokens into the root form.
Therefore, POS tokenization is an essential step to use text data for any statis-
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tical model. For the collection of sequences of tokens, T , the POS tokenizer is a
function, g, assigning a sentence, si ∈ S, to a sequence of tokens, τi ∈ T , as follows.

g : S → T. (2)

The choice of tokenizer is language specific and dependent on which fields the
tokenizer is used for because the tokenizer decides whether a compound word
should be split into multiple root words with separate meanings or interpreted
as one word. The results of tokenization have significant effects on the final
classification performance. In our work, we use a pretrained open Korea text
(OKT) tokenizer for g, which is available as an open source. Our text data to
measure economic sentiments includes various fields and general expressions, and
has a huge volume. Hence, we choose the OKT tokenizer, which is widely used to
analyze Korean texts for the general purpose and shows high efficiency in terms
of computational time.

Lastly, the tokenized data is transformed into numerical digits by integer
encoding. The integer encoding matches an integer to each distinct corpus token,
and represents an input sentence as a numeric vector. The maximum length, m,

of the numeric vector is limited to 80 for each sentence for a unified input data
structure. That is, for the sentence with its length less than 80, zeros are padded
in front of the numeric vector, and for the sentence longer than 80 tokens, its last
tokens are truncated. The maximum length, m = 80, is chosen according to 99

percentile of sentence lengths in news database. The integer encoding assigns a
sequence of tokens, τi ∈ T , to an integer vector, xi ∈Rm, by the following bijection
function h.

h : T → Rm (3)

The above mentioned preprocessing steps are applied on any sentence input
in both training phase for building a sentiment classifier and testing phase for
computing daily NSI using the trained model.
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Figure 1. Preprocessing steps of Korean news texts to compute NSI of Korea.

4. Construction of Korean News Sentiment (KoNS) Classifier

Specifically for the sentiment classifier (1), we build a classifier based on the
state-of-the-art transformer neural network. Recently, the transformer model
is widely used for various natural language processing tasks. The transformer
consists of a multiple-head attention and a feed-forward network, and is known
to have advantages in perceiving context of a sentence (Vaswani et al., 2017)
due to its multiple-head attention structure. The attention structure refers to
an artificial neural network structure in a sequential model that is configured to
give a higher weight to the inputs that need to be learned more intensively than
others. We build the sentiment classifier for NSI of Korea, which we call Korean
News Sentiment (KoNS) classifier, using the encoder structure of the transformer
model.

Figure 2 is a schematic diagram of the KoNS classifier established to compute
NSI of Korea. KoNS is designed based on the following multihead attention
structure in a transformer block that is introduced by Vaswani et al. (2017).

MultiHead(Q,K,V ) = Concat(head1, · · · ,headh)W O, (4)

headi = Attention(QW Q
i ,KW K

i ,VWV
i ), (5)

Attention(Q,K,V ) = softmax
(

QKT
√

dk

)
V, (6)

where dk is the dimension of queries, Q, and keys, K; dv is the dimension of
values, V ; and h is the number of heads. For the output dimension, dm, W Q

i ∈
Rdm×dk ,W K

i ∈Rdm×dk ,WV
i ∈Rdm×dv , and W O

i ∈Rhdv×dm are the model parameters.
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Since KoNS is a classification model, we use self-attention mechanism, i.e., the
preprocessed input sequence xi is used for all Q, K, andV .We set dk = dv = dm = 32

and h = 2. The output of the multihead attention is attached to the original
preprocessed input, and followed by a layer-normalization (Ba et al., 2016) which
is introduced to reduce computation time. The output is, then, fed into a feed-
forward network with its output dimension equal to d f = 32 in the transformer
block.

FeedForward(x) = σ(W F x+bF), (7)

where W F ∈ Rdm×d f ,bF ∈ Rd f , and σ(·) is a rectified linear unit (ReLU) activa-
tion function which is equivalent to the elementwise max function. The x in (7)
indicates the output of the previous layer. Through the preprocessing and the
transformer block, a news sentence is transformed into a numerical matrix of
80× 32 dimensions. Subsequently, a feed-forward network of dimension 3 with
a followed softmax function generates the predicted probability of sentiments:
positive, negative, and neutral. For the more detailed aspects of the transformer
neural network used to build KoNS, we refer the reader to Vaswani et al. (2017).

The choice of the configuration of the transforemr neural network including its
hidden unit dimensions, dk,dv,dm,d f , is made following the conventions used for
the transformer model for similar text classification tasks (Chollet et al., 2015).
It is known that in practice, a large enough number of hidden layers and units
are required to express a complex function (LeCun et al., 2015) nonetheless there
is no theoretical reason to use more than two layers (Heaton, 2008). A general
rule of thumb is using a comparable configuration for similar tasks and data.

Now, we express KoNS in (1) as the model f̂θ taking a news sentence si ∈ S

as an input and predicting the probability of the sentiment, l̂i, via the sequential
procedures of preprocessing and conducting the sentiment classification. That is,

l̂i ≡ f̂θ (si) (8)

= TransformerBasedClassifier◦h◦g(si) (9)
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where l̂i ∈ {(p̂(0)i , p̂(1)i , p̂(2)i )}, and 0 ≤ p̂(c)i ≤ 1 for c = 0,1,2, and
2
∑

c=0
p̂(c)i = 1.

The model parameters, θ , are estimated by minimizing the cross-entropy loss
function so that the difference between the observed label, {(p(0)i , p(1)i , p(2)i )}, and
the predicted probability, {(p̂(0)i , p̂(1)i , p̂(2)i )}, becomes small for each sentence,
si, i = 1, · · · ,N.

L(θ |{(si, li)}N
i=1) =−

N

∑
i=1

2

∑
c=0

p(c)i log p̂(c)i , (10)

Figure 2. A schematic diagram of the transformer-based sentiment classifier for
NSI of Korea.

In addition to the KoNS sentiment classifier, we build another model with
the same structure of (1), but this time, to classify the geographical scope of
the sentences into one of the three categories based on their contents: domestic,
foreign, and both combined. We use only the sentences classified as domestic to
compute NSI of Korea. The purpose of this process is to exclude foreign news
articles from the compilation of NSI of Korea as they often show different patterns
from the domestic economic sentiment. For simplicity of explanation, we assume
hereafter that any data inputs for KoNS are cleaned with the geographical scope
classifier in advance and consist of only domestic sentences.

5. Training Data and Model Training

To estimate θ in KoNS correctly, it is important to construct the training
data with correct labels. We construct the training data with 446,478 sentences
chosen across 2005 to 2021 based on a naively designed stratified sampling by
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year. The training data is constructed in three times between 2019 and 2021. In
the first attempt in 2019, we created 230,583 labeled news sentences that are
sampled from the news generated between 2008 and 2018, and we added more
sentences to the training data later using 84,069 sentences based on the news
generated between 2008 and May 2020 at the second attempt, and at the last
attempt, 131,826 sentences generated between 2005 and June 2021. Although the
training samples are not chosen in a rigorous manner, we conclude our training
data does not cause any critical problem for news text sentiment classification
since text expressions revealing sentiments would not change dramatically in a
decade, especially if they are for news sentences.

The training sentences are classified into one of the positive, negative, and
neutral sentiments by 16 trained personnel in total. Sentiment labels are reviewed
by other reviewers after initial classification to reduce the measurement errors.
However, even for humans, there are confusing sentences of which sentiments
are difficult to classify. Equal sentences can transmit different tones according
to their subjects and contexts. For instance, inflation may be detrimental to the
economy, particularly for consumers, while it may also be beneficial to property
owners. That is, the change in inflation cannot be classified as either positive
or negative. To handle this problem, we establish minimal guidelines for the
frequent subjects in economic news as in Table 1.

The guidelines in Table 1 impose limitations on sentiment interpretation and
result in a more conservative classification by making more clear tones repre-
sented in the training data. As a result, about 80% of the total sentences in the
training data are classified neutral. The half of the remaining 20% are classified
positive, and the other half are negative. Because the economic sentiment is in-
deed abstract, the subjectivity in sentiment interpretation is unavoidable when
building training data for the use of machine learning approach. The subjectivity
is inherent also for the traditional surveying approach because each person uses
a distinct set of criteria to assess their economic situation.

Meanwhile, the imbalanced class weights of the training data have a signif-
icant influence on the final prediction of a classifier. Taking into account the
predicted accuracy of KoNS and the fluctuation of the computed NSI, we adjust
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Subjects Guidelines

Stock price, inter-
est rates, exchange
rates, and other
asset prices

• A sentence simply reading the change of the in-
dex is neutral.

• If the change is mentioned with specific reasons,
the sentence is classified as positive or negative
depending on its context.

Industry and com-
panies

• Advertisements are neutral.

• A simple statement on historical facts is neutral.

• If past events are mentioned with precise impli-
cations for the present situation or the future
expectations, the sentence is classified as posi-
tive or negative.

• Despite a brief remark, if a sentence mentions the
change in financial statements, it is classified as
positive or negative.

Real estate and
construction

• Advertisements for apartment sales are neutral.

• Statements on the unsold apartments are classi-
fied as positive or negative.

Government and
public sectors

• Government supports are classified as positive or
negative.

• Government regulations are classified as positive
or negative when specific expected impacts are
indicated.

Table 1. Minimal guidelines for sentiment classification of economic news
sentences to build the training data. The subjectivity in sentiment interpretation

is unavoidable because the economic sentiment is indeed abstract.
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the loss function in (10) with class weights, w(c) = N
3N(c) , as follows, where N(c) is

the number of sentences in the class c of the training data.

L(θ |{(si, li)}N
i=1) =−

N

∑
i=1

2

∑
c=0

w(c)p(c)i log p̂(c)i , (11)

The comparison between using the loss with and without the weight adjust-
ment is demonstrated in Table 2 in Section III.

6. Prediction for Daily News Data

Finally, the NSI is compiled by applying KoNS classifier onto the daily news
data. As the data source for compiling daily NSI, the number of news articles we
collect from the internet is about 4,000 per day for weekdays as of 2021, which
is equivalent to about 70,000 sentences. The number of sentences drops to about
10,000 sentences per day for weekends. Therefore, to reduce the computing cost
and make the NSI stable across days, we randomly sample 10,000 sentences every
day and use only the sampled sentences to compute NSI. This sampling process
prevents certain days from dominating the economic sentiment of NSI as more
news articles are released during that days.

7. Computing News Sentiment Index (NSI) of Korea

Specifically, after we obtain the predicted sentiments of daily news sentences
using KoNS, we compute the daily NSI as follows. First, we count the numbers
of positive and negative sentences from the sample sentences that are collected
during the previous 7 days of a particular day. Then, the daily NSI is computed
as the ratio between the difference and the sum of the positive and negative
counts. Here, we use 7 days of news sentences to generate a smooth and stable
index. Monthly NSI is computed by the same procedure, but this time based
on the news sentences collected between the 1st of the month and the closest
previous Sunday, and the number is updated every Tuesday until the end of the
month when the monthly NSI is finally computed by the news sentences of the
month.

Both daily and monthly NSIs are standardized using their long term averages
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to make them easy to be compared to the past economic sentiment. NSIs are
standardized so that the averages and standard deviations are equal to 100 and
10 respectively. The starting time point of the standardization interval is fixed
to 2005, and the last time point is extended to the end of the previous year
at the beginning of every year. Specifically, the daily NSI of a particular day t,

NSI(daily)
t , is compiled by the following formula.

NSI(daily)
t =

(
Xt − X̄

S

)
×10+100, (12)

where Xt =

7
∑

u=1
Pt−u −

7
∑

u=1
Nt−u

7
∑

u=1
Pt−u +

7
∑

u=1
Nt−u

, (13)

X̄ =
1
|U | ∑

u∈U
Xu, S =

√
1

|U |−1 ∑
u∈U

(Xu − X̄)2. (14)

Here, U represents the index set of days for the standardized interval, which is
corresponding to the days between January 1st, 2005 and the last day of the
previous year. Without loss of generality, the monthly NSI, NSI(monthly)

v , for a
particular month, v, is compiled in the same way, but by replacing U with the
index set of months V which includes all months between January 2005 and
December of the previous year, and Xt with Xv as follows.

Xv =

∑
v∈Mv

Pv − ∑
v∈Mv

Nv

∑
v∈Mv

Pv + ∑
v∈Mv

Nv
, (15)

where Mv is the index set of days belonging to the particular month v.

If NSI is greater than 100, it means that the economic sentiments in news
articles are more optimistic than the past average, and more pessimistic, on the
other hand, if it is less than 100.
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8. Automated Compilation

NSI is designed to be compiled every week automatically without human
labor. That is, the entire processes of web-scrapping of daily news articles from
the internet, text preprocessing, sentiment prediction, and compilation of the
daily and monthly NSIs are carried out through a python script runs by an
automated batch. The automated process collects news articles from the internet
from the last point of the database to the previous day at 5 AM every day.
Then, KoNS subsequently operates to compute the daily and monthly NSIs. The
automation of the entire compiling process improves the efficiency of statistics
compilation and saves labors and costs compared to the survey approach.

III. Validity Assessments of NSI

In this section, we validate the newly computed NSI of Korea from multiple
perspectives. Clearly the validation of NSI is not only focused on the accuracy
of the sentiment classification, but also on whether it implies the true economic
sentiment and even indicates the truth prior to other official statistics. Therefore,
we validate NSI by sentiment classification accuracy, comparative analysis with
other economic indicators based on the cross-correlation, and impulse response
analysis using a VAR macroeconomic model.

1. Sentiment Classification Accuracy

The accuracy of KoNS classifier is compared to other statistical models based
on a small validation dataset. The validation data is constructed by 5,000 ran-
domly sampled sentences from the news database in 2021 as a out-of-sample
dataset, and labels are created by an experienced personnel working in Bank
of Korea who is assumed to know the true economic implication of news. The
validation data consists of 7% positive, 7% negative and 86% neutral sentences.
The difference of the class proportions between the training and validation data
can cause a decrease in validation accuracy and may generate a consistent bias
in NSI. Nevertheless, the systematic bias is mitigated by the standardization
process in compiling NSI, and considering the fact that the proportion fluctu-
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ates according to the economic situation, we conclude that using the validation
dataset to evaluate KoNS is not problematic.

Table 2 shows the classification accuracy of KoNS and other standard models.
We compare only the positive and negative classes because the neutral class does
not affect the computation of NSI. Table 2 indicates that KoNS with weight-
adjusted loss has the best performance.Meanwhile, one interesting finding is that
the simple linear model achieves a competitive accuracy to the more sophisticated
NLP models. This appears mainly because the news text sentences are relatively
straightforward and their sentiment is easily revealed based on the specific words
in sentences rather than being influenced by complicated sentence structures or
contextual implications.

LR FFN SVM KoNS
SL SL SL WAL SL WAL

Accuracy 0.90 0.88 0.86 0.86 0.96 0.98
Sensitivity 0.97 0.94 0.87 0.91 0.95 0.98
Specificity 0.82 0.78 0.84 0.79 0.97 0.99
Precision 0.86 0.87 0.86 0.88 0.95 0.97
F-1 score 0.92 0.90 0.86 0.89 0.96 0.98

Table 2. The binary classification accuracy comparisons for positive and negative
classes, i.e., the neural class is ignored in both predicted and true labels. LR:
logistic regression, FFN: feed-forward network, SVM: support vector machine,

SL: standard loss used, WAL: weight-adjusted loss used.

2. Comparative Analysis with Economic Indicators

The computed NSI is compared with various official statistics. Firstly, the
following economic sentiment indicators are compared to NSI: consumer survey
index (CSI), composite consumer sentiment index (CCSI), business survey index
(BSI) representing the economic sentiment of entrepreneurs, and economic sen-
timent index (ESI) which is a composite index of CSI and BSI. Because these
economic sentiment indicators are compiled based on monthly surveys, we com-
pare them to monthly NSI. The comparative analysis is conducted based on the
available data until December 2021. Note that BSI and ESI are available since
January 2005, and CCSI and CSI since July 2008. In Table 3, it is demonstrated
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(a) . Monthly NSI and CCSI (b) . Monthly NSI and BSI

(c) . Monthly NSI and CCLI (d) . Quarterly NSI and GDP
Figure 3. Comparisons between NSI and various economic indicators.

Economic indicators Max. Corr. Max. Corr. Lag
CCSI 0.75 -1
ESI 0.61 -2

CSI

Living Standard of Household 0.74 -1
Domestic Economic Situation 0.73 -1
Expectation of Living Standard 0.73 -1
Expectation of Domestic Economic Situation 0.70 -1
Expectation of Household Income 0.68 -1
Spending Plan 0.57 -1
Expectation of Employment Situation 0.72 -1

BSI

All Industries Busimess Condition 0.64 -1
All Industries Profitability 0.68 -1
All Industries Financial Situation 0.64 -1
All Industries Future Business Condition 0.61 -2
All Industries Future Profitability 0.65 -2
All Industries Future Financial Situation 0.61 -2

Real
Indices

KOSPI(monthly closing price YoY%) 0.68 -1
Cycle of Composite Leading Index(CCLI) 0.76 -2
GDP (real SA QoQ%) 0.53 0

Table 3. Cross correlation analysis results between the NSI and major economic
indicators.
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that the monthly NSI is leading most of the economic sentiment indicators by
1 to 2 months with high correlation according to the cross-correlation analysis.
Especially, the monthly NSI shows the high correlation of 0.75 with CCSI leading
it by 1 month. NSI is also compared to real economic indicators. The monthly
NSI is leading the cyclical composite leading index (CCLI) by 2 months with its
correlation equal to 0.76. The quarterly NSI is coincident with the gross domestic
product (GDP), which is measured by quarter-on-quarter (QoQ) change of the
seasonally-adjusted real GDP, with its correlation equal to 0.53.

Figure 3 shows that the monthly NSI has the similar trend to CCSI and all
industry future business condition BSI. In addition, we can see in the figure that
the NSI hits the lowest point 1 to 2 months earlier than the official statistics
during the global financial crisis in 2008 and the COVID-19 crisis in 2020.

3. Impulse Response Analysis

We validate the impact of economic sentiment shocks measured by NSI using
a macroeconomic model and comparing it to ESI shocks. We build a standard
VAR system following the procedure of van Aarle and Kappler (2012), in which
they study the interaction between confidence indicators and macroeconomic
adjustments using four variables: unemployment (UNE), industrial production
(IND), retail sales (RET), and economic sentiment index (ESI). In our study, we
use monthly unemployment rate, industrial production index, and retail business
service index for the variables. All the variables are seasonally differenced by
using year-on-year (YoY) growth rates. Let t denote time. Then, the structural
representation of the considered model is as follows.

Cyt = α +
k

∑
i=1

Ciyt−1 + εt , (16)

where yt =




INDt

UNEt

RETt

NSIt



, εt =




ε IND
t
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t

εRET
t

εNSI
t
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Here, yt denotes the vector of endogenous variables, and εt denotes the vector of
residuals.We assume C−1 has the recursive structure and its reduced form errors
et =C−1εt , which indicates C−1 has the lower trianglular structure.

ESI model NSI model
IND UNE RET IND UNE RET

SIt−1
0.314* 0.075* 0.082** 0.012** -0.018* 0.046**
(0.060) (0.089) (0.035) (0.044) (0.063) (0.025)

SIt−2
-0.181* -0.114* -0.043** 0.115** 0.056* -0.004**
(0.060) (0.090) (0.036) (0.044) (0.064) (0.025)

Adj. R2 0.586 0.526 0.321 0.557 0.524 0.324
Table 4. Estimation results of VAR model for macroeconomic variables with

sentiment indicators(SI): NSI and ESI. *, ** indicate the statistics are significant
with α = 0.10 and 0.05 respectively.

Figure 4. Impulse responses of macroeconomic variables on the economic
sentiment shocks measured by ESI and NSI.

We recover the orthogonalized shocks with ε =Cet where C = chol(Σ), which
is the Choleski decomposition of the covariance matrix of residuals. We checked
the robustness of the model by changing the ordering of the variables but the
estimated impulse responses have little change. Table 4 shows the estimation
results of the models with NSI and ESI. The table demonstrates that NSI has
very similar explanatory power to ESI and has the adjusted R2 close to that
of ESI model. The impulse responses of the two models are displayed in Figure
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Figure 5. Variance error decomposition for the VAR models with ESI and NSI.
The sentiment shocks measured by ESI or NSI largely contribute to the variance

in the business cycle variable, IND.

4. The impulse response of the industrial production (IND) to NSI implies that
the production is boosted by the increase of economic confidence with its hike
appearing in 3 months. Whereas the ESI shocks on the industrial production
shows the biggest hike in 2 months, which supports the same result that NSI
is leading ESI. The variance error decompositions, displayed in Figure 5, also
indicate that the sentiment shocks measured by NSI largely contribute to the
variance in the business cycle variable, and for the other two economic variables,
the impact of NSI is less clear, which coincides with the findings in van Aarle
and Kappler (2012) who come to the similar conclusion using ESI in the euro
area.

IV. Utility Assessments of NSI

In this section, we provide utility assessments of NSI. The biggest utility
of NSI is that the daily NSI is a timely economic indicator. We examine the
temporal priority of daily NSI by comparing the ability to find inflection points
of economic sentiments to other official statistics. Another big benefit of NSI
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is that it is self-explainable by providing more detailed information about its
probable factors of fluctuation via keywords and metadata. We examine NSI
using keywords analysis and sector NSIs computed for three economic sectors.

1. Temporal Priority

Because NSI is compiled on a daily basis, it has the advantage of quickly
identifying the changes in economic sentiments prior to the official statistics
that are released monthly based on surveys. As illustrated in Figure 6, NSI can
immediately quantify the impact of important issues in economy and detect the
inflection point in economic sentiments effectively. For example, in 2011 when
the Great East Japan Earthquake struck in early March, NSI dropped sharply
and then rebounded soon after the event, while the drop of CCSI was observed at
the end of March when the statistics was released after the monthly survey was
made. Also, in 2015, NSI dropped immediately after the first death of MERS
was known to the public on June 1st, but CCSI could not indicate the event
until the end of June. That is, NSI provides immediate information earlier than
survey-based official statistics and can be used as a supplementary indicator to
detect the inflection point of economic sentiments quickly.

2. Explainability and Keyword Analysis

Another big advantage of NSI is that the analysis of keywords reveals the
reason why NSI fluctuates. Figure 7 shows the keyword networks in positive and
negative news articles which are classified by KoNS in the last week of Novem-
ber 2021. While the positive keywords of the period mainly consist of company
earnings, the negative keywords are related to the price hike of raw materials
and COVID-19 Omikron mutation. The keywords can also reveal the main eco-
nomic issues of a time. In the last week of November 2021, ‘Omikron’ mutaion,
‘KOSPI’, and the government’s deliberation on the ‘budget’ for supporting the
small business owners have been mentioned more compared to the past week,
which indicates the week’s main economic issues. Table 5 shows the keywords
of the same week in positive and negative news articles divided by sub-sectors:
macro, finance, and industry. The table demonstrates that the impact of the
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(a) . Great East Japan Earthquake
struck in March 11, 2011

(b) . MERS first death occurred in
June 1, 2015

(c) . NSI around COVID-19 pandemic in 2020 and 2021
Figure 6. NSI with major economic events. In (a,b), the red bullets indicate the
day monthly CCSI is released. These figures demonstrate that NSI detects the

inflection points of economy effectively and even prior to official monthly
statistics.
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stock market fluctuations was mentioned in both positive and negative articles
in the finance sector, while in the macro sector, the rise of exports in November
was largely responsible for the rise of NSI but the worsening industrial produc-
tion statistics was attributed as a factor for the decline in NSI. These detailed
information in economic sentiments is hard to be obtained through surveys.

(a) . Positive keywords (b) . Negative keywords
Figure 7. The keyword networks of positive and negative sentences classified by
KoNS. The pentagon nodes indicate the 5 biggest main keywords appearing in
the sentences in the last week of November 2021, and the circle nodes indicate

the related keywords appearing together with the main keywords.

3. Sector NSIs

NSI can be computed by sectors easily by dividing the news sources into
sectors. This is an advantage of using news articles to compute economic senti-
ment. The sector information of the news articles is obtained without efforts as
metadata when we collect the news articles. Internet portals provide news in cat-
egories, and hence, we can use the categories to divide news sources. By dividing
the news articles into three sub-categories such as macro, finance, and industry,
we compute sector NSIs. As shown in Figure 8, although the sector NSIs have
high correlations with the aggregated NSI, they show different patterns in par-
ticular time points when specific events occur such as the COVID-19 outbreak
and company earning announcements. Sector NSIs provide more detailed infor-
mation on economic sentiments in different sectors. Table 6 shows that the sector
NSIs become more homogeneous after the COVID-19 outbreak, which imply the
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Sec. Positive sentences Negative sentences
Related words Keywords Keywords Related words

Mac.
(증가, 11월, 최고, 실적)
(분기, 증가, 기록, 성장)
(투자, 지원, 글로벌, 성장)

(확산, 변이, 오미크론, 위기)
(상승, 석유류, 외식, 원자재)
(감소, 자동차, 광공업, 반도체)

Fin.
(상승, 전망, 실적, 삼성전자)
(지수, 외국인, 상승, 코스닥)
(성장, 투자, 확대, 미래)

(하락, 지수, 오미크론, 최저)
(하락, 삼성전자, 업황, 우려)
(포인트, 하락, 코스피, 지수)

Ind.
(투자, 추진, 소재, 친환경)
(분기, 증가, 성장, 파운드리)
(증가, 반도체, 11월, 실적)

(확산, 신종, 장기, 변이)
(피해, 중소기업, 과징금)
(항공, 반도체, 조선, 자동차)

Table 5. The most appeared keywords and their related words in news sentences
grouped into one of the positive and negative sentiments in three sectors: macro,
finance, and industry. The bar plots indicate the counts of keywords appearing in

the groups of sentences. The data is as of the last week of November 2021.

hypothesis that the COVID-19 dominated the factors in economic sentiment fluc-
tuations after its outbreak. To obtain such information through survey, the cost
would increase significantly by adding more questions.

Sector After 2015 After 2018 After 2020
Mac. Fin. Ind. Mac. Fin. Ind. Mac. Fin. Ind.

Macro 1.00 0.75 0.76 1.00 0.85 0.84 1.00 0.88 0.92
Finance - 1.00 0.67 - 1.00 0.71 - 1.00 0.79
Industry - - 1.00 - - 1.00 - - 1.00
Aggregated 0.94 0.89 0.88 0.97 0.91 0.91 0.98 0.92 0.95

Table 6. The correlation coefficients between the sector NSIs and the aggregated
NSI. The correlations are computed based on the daily indices.

V. Summary and Discussion

In this paper, we compute a news sentiment index (NSI) of Korea based on
the news articles collected from the internet using web-scrapping techniques. To
compute NSI, we develop a Korean news sentiment (KoNS) classifier based on
the state-of-the-art natural language processing (NLP) model. We build KoNS
using the encoder structure of the transformer model and train the model with
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stock market fluctuations was mentioned in both positive and negative articles
in the finance sector, while in the macro sector, the rise of exports in November
was largely responsible for the rise of NSI but the worsening industrial produc-
tion statistics was attributed as a factor for the decline in NSI. These detailed
information in economic sentiments is hard to be obtained through surveys.

(a) . Positive keywords (b) . Negative keywords
Figure 7. The keyword networks of positive and negative sentences classified by
KoNS. The pentagon nodes indicate the 5 biggest main keywords appearing in
the sentences in the last week of November 2021, and the circle nodes indicate

the related keywords appearing together with the main keywords.

3. Sector NSIs

NSI can be computed by sectors easily by dividing the news sources into
sectors. This is an advantage of using news articles to compute economic senti-
ment. The sector information of the news articles is obtained without efforts as
metadata when we collect the news articles. Internet portals provide news in cat-
egories, and hence, we can use the categories to divide news sources. By dividing
the news articles into three sub-categories such as macro, finance, and industry,
we compute sector NSIs. As shown in Figure 8, although the sector NSIs have
high correlations with the aggregated NSI, they show different patterns in par-
ticular time points when specific events occur such as the COVID-19 outbreak
and company earning announcements. Sector NSIs provide more detailed infor-
mation on economic sentiments in different sectors. Table 6 shows that the sector
NSIs become more homogeneous after the COVID-19 outbreak, which imply the
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Sec. Positive sentences Negative sentences
Related words Keywords Keywords Related words
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(증가, 11월, 최고, 실적)
(분기, 증가, 기록, 성장)
(투자, 지원, 글로벌, 성장)

(확산, 변이, 오미크론, 위기)
(상승, 석유류, 외식, 원자재)
(감소, 자동차, 광공업, 반도체)

Fin.
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(성장, 투자, 확대, 미래)

(하락, 지수, 오미크론, 최저)
(하락, 삼성전자, 업황, 우려)
(포인트, 하락, 코스피, 지수)

Ind.
(투자, 추진, 소재, 친환경)
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(증가, 반도체, 11월, 실적)

(확산, 신종, 장기, 변이)
(피해, 중소기업, 과징금)
(항공, 반도체, 조선, 자동차)

Table 5. The most appeared keywords and their related words in news sentences
grouped into one of the positive and negative sentiments in three sectors: macro,
finance, and industry. The bar plots indicate the counts of keywords appearing in

the groups of sentences. The data is as of the last week of November 2021.

hypothesis that the COVID-19 dominated the factors in economic sentiment fluc-
tuations after its outbreak. To obtain such information through survey, the cost
would increase significantly by adding more questions.

Sector After 2015 After 2018 After 2020
Mac. Fin. Ind. Mac. Fin. Ind. Mac. Fin. Ind.

Macro 1.00 0.75 0.76 1.00 0.85 0.84 1.00 0.88 0.92
Finance - 1.00 0.67 - 1.00 0.71 - 1.00 0.79
Industry - - 1.00 - - 1.00 - - 1.00
Aggregated 0.94 0.89 0.88 0.97 0.91 0.91 0.98 0.92 0.95

Table 6. The correlation coefficients between the sector NSIs and the aggregated
NSI. The correlations are computed based on the daily indices.

V. Summary and Discussion

In this paper, we compute a news sentiment index (NSI) of Korea based on
the news articles collected from the internet using web-scrapping techniques. To
compute NSI, we develop a Korean news sentiment (KoNS) classifier based on
the state-of-the-art natural language processing (NLP) model. We build KoNS
using the encoder structure of the transformer model and train the model with
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(a) . COVID-19 outbreak in Mar. 2020 (b) . 1Q earning season in Apr. 2021
Figure 8. Sector NSIs with economic events. The sector NSIs provide more

detailed information about the economic sentiments. Right before the COVID-19
pandemic in March 2020, finance sector NSI increased high due to the earning

surprises of financial holdings companies in Korea; Nevertheless other sector NSIs
remained flat due to the concern for the new virus. In April 2021, macro and
industry sector NSIs rose after 1Q GDP of Korea was announced higher than

anticipated.

a modified loss function so that the model can control the imbalanced data.
KoNS is trained with more than 450 thousand training sentences that are la-
beled by 16 trained personnel. Finally, daily and monthly NSIs are computed
based on the counts of the positive and negative sentences classified by KoNS
for the daily news sentence samples. The validity of the computed NSI of Korea
is evaluated in multiple perspectives. Cross-correlation analysis shows that NSI
leads composite consumer sentiment index (CCSI) based on a monthly survey
by 1 months with its correlation equal to 0.75 and cycle of composite leading
index (CCLI) by 2 month with its correlation of 0.76. Also, the impulse response
analysis demonstrates that a rise in NSI stimulates the industrial production
with its hike appearing in 3 months. We, also, evaluate the various utilities of
NSI. Daily NSI shows that it correctly detects inflection points in economic sen-
timents prior to official statistics based on monthly surveys. Keyword analysis
reveals the factors why NSI fluctuates and provides more information that can-
not be quantified through survey-based statistics. Lastly, sector NSIs are easily
computed by dividing news articles into sectors and they addresses more detailed
information for economic sentiments in sectors.
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This paper has contributions in three folds. First, we propose a new economic
index, the news sentiment index (NSI) of Korea, with in-depth analysis of valid-
ity and utility assessments of the newly computed index. Second, we provide a
practical framework for analyzing Korean text data with machine learning ap-
proach to compile an economic index. We handle various issues encountered to
use text data as a source of a new economic indicator such as building a Ko-
rean text classification model, adjusting imbalanced data, and standardization
for stability control of the index. Lastly, we provide a framework to improve the
efficiency of the public work for compiling public economic statistics automat-
ically without human intervention. As an experimental attempt to compile the
regular economic statistics without surveying, the NSI demonstrates that the effi-
cient observational study can complement the traditional surveying method. The
proposed process of automatic compilation of NSI can be applied in inventing
similar economic indices in different fields.

For the future work, there are various interesting directions to use NSI. One
can investigate the forecasting power of the text-based index by adding it into
an existing economic forecasting model or a nowcasting model. Also, it must
be helpful effort to construct comparable text-based indices in different sectors
and fields, such as production, employment, and inflation. We hope our work
can encourage the use of machine learning techniques as new tools for economic
research.
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〈Abstract in Korean〉

한국의기계학습기반뉴스심리지수

서범석∗, 이영환∗∗, 조형배∗∗∗

본논문은인터넷에서스크랩한뉴스기사를일별로분석하여국내경제주체
들의경제심리를추정하는한국의뉴스심리지수(news sentiment index, NSI) 개
발방법을제시하였다. 이를위해일련의자연어처리기법들을활용하였으며
NSI작성에적합하도록트랜스포머(transformer) 인공신경망모형을기반으로
감성분류모형을구축하였다. NSI는월별서베이에의존하는공식통계보다
고빈도로신속하게작성하는것이가능하며따라서공식통계발표전에경제
심리변화를포착하는데유용하다.또한, NSI는경제심리변화요인을키워드
분석과부문별지수작성을통해파악가능한점도장점이다. NSI는사람의개
입없이자동으로추계되도록설계되었다. 본논문은작성한 NSI의타당성과
유용성을여러각도에서평가하였다. 평가결과는 NSI가선행지표로서유용
하며경제심리의변곡점포착에유용한정보를제공할수있음을시사한다.
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한국의기계학습 기반 뉴스심리지수

서범석∗, 이영환∗∗, 조형배∗∗∗

본논문은인터넷에서스크랩한뉴스기사를일별로분석하여국내경제주체
들의경제심리를추정하는한국의뉴스심리지수(news sentiment index, NSI) 개
발방법을제시하였다. 이를위해일련의자연어처리기법들을활용하였으며
NSI작성에적합하도록트랜스포머(transformer) 인공신경망모형을기반으로
감성분류모형을구축하였다. NSI는월별서베이에의존하는공식통계보다
고빈도로신속하게작성하는것이가능하며따라서공식통계발표전에경제
심리변화를포착하는데유용하다.또한, NSI는경제심리변화요인을키워드
분석과부문별지수작성을통해파악가능한점도장점이다. NSI는사람의개
입없이자동으로추계되도록설계되었다. 본논문은작성한 NSI의타당성과
유용성을여러각도에서평가하였다. 평가결과는 NSI가선행지표로서유용
하며경제심리의변곡점포착에유용한정보를제공할수있음을시사한다.
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